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A Holistic Approach to Evaluating Research
Introduction

Assessing the quality of research is hardly a new or novel idea. Researchers have long debated the best criteria and means for determining the scientific rigor and significance of empirical studies in the natural, social, and behavioral sciences. What is different is that the concern with research quality has taken on renewed meaning for academic institutions, governments, foundations, nonprofit agencies, and nongovernmental and intergovernmental organizations in light of the intersecting global interests in quality standards, performance measurement, accountability, evidence-based policy and practice, and value for money in research investments.

This set of global concerns has meant a more acute focus on the merits and shortcomings of traditional deliberative (e.g. peer review) and current analytic (e.g. bibliometric) means of evaluating the scientific merit of research (Feller and Stern, 2006; Wilsdon et al., 2015). In turn, it has encouraged a resurrection of interest in the importance of studying knowledge utilization and knowledge exchange processes, drawing specific attention to defining and assessing the impact or benefit of research to society. And, it has resulted in a more profound appreciation of the fact that science and its concern for generating empirically warranted descriptions and explanations of the social and natural worlds can no longer be considered a largely academic enterprise divorced from societal concerns about social goals.

Interest and debate about the quality and use of research, as well as the relationship of research undertakings to social goals and values, have been particularly intense in the field of internationally funded research on the development priorities of low-to-middle-income countries. It is in this arena, namely the arena of research for development (R4D), that the approach to evaluating research quality discussed in this report was designed.

The International Development Research Centre (IDRC) in Ottawa, Canada, primarily funds and facilitates global South-based research for development. While determining and enabling high quality research is at the core of its work, the Centre also has a strong evaluation function. It strives to evaluate its most significant investments using numerous centralized

---

1 This is not the only site where this debate is taking place. Another arena where vigorous interest in these issues is very evident is health care, e.g. Panel on Return on Investment in Health Research (2009) and Guthrie et al. (2013).

2 The mandate set out in the IDRC Act of 1970 directs the Centre “to initiate, encourage, support and conduct research into the problems of the developing regions of the world and into the means for applying and adapting scientific, technical and other knowledge to the economic and social advancement of those regions.”
and decentralized evaluative mechanisms, structures, and platforms. Any research assessment framework it employs has to accommodate the heterogeneity of its programs, both in terms of the diversity of issues IDRC addresses, such as technology for food security, global health, climate change and inclusive economic growth, and in terms of the types of activities it supports, such as research, capacity strengthening, promoting use of research for policy and practice, constituency and network building, and its partnering as a peer, mentor, or broker.

In 2012, IDRC launched an effort to develop a new approach to evaluating the quality of the research it funds. The result is presented hereafter as the “RQ+ Assessment Framework”. This work was motivated by IDRC’s desire to advance global research evaluation practice and, more pragmatically, by the need to bring a degree of standardization and transparency to the assessment of research quality – an important emphasis of its evaluative accountability exercise, its External Reviews.

This report describes, in brief, the rationale behind the development of this new approach to evaluating research quality. It then discusses in some detail the assessment instrument itself, followed by a section on lessons learned from the first effort to implement it in the External Reviews. In conclusion, the report reflects on potential uses of the instrument as well as ideas for its further refinement.

What is discussed here is the inaugural version of the RQ+ Assessment Framework. It is currently undergoing revision and adaptation by IDRC for its own specific circumstances and uses. Readers – both funders of research and researchers engaged in evaluating research quality – are encouraged to treat this Framework as a dynamic, evolving tool that they can adapt and modify for their specific purposes.

We expect that this approach to evaluating research quality will be improved by the practitioners who use the Framework and through further examination by scholars concerned with issues of research quality and use.
PART 1

Rationale

Two sweeping considerations characterize the traditional picture of what is involved in assessing research quality. First, the design and evaluation of research have long been thought to be tasks uniquely within the province of scientists. Scientific values, such as transparency, objectivity, attention to empirical evidence, and intellectual honesty, guide the enterprise as a whole. In addition, specific criteria are spelled out for determining the rigor of research design and implementation, data collection, the reliability and internal and external validity of scientific claims, as well as the value of scientific theories in terms of their logical consistency, reproducibility, generativity, and logical falsifiability. Assessing the quality of scientific research in light of these values and criteria has long relied on peer review, a mechanism increasingly supplemented in the past decade or so by bibliometric and other scientometric analytic methods and, to a lesser extent, by reputational studies. This overall approach to evaluating research has largely governed the way scientists think, irrespective of the type of research under consideration – be it applied, basic, use-inspired, clinical, development, or experimental.

Second, it is generally held that determining the scientific merit of research does not include evaluating its use, uptake, and impact. In other words, research quality is traditionally judged on the basis of scientific values and criteria alone. To borrow a phrase, this is science-centric thinking – that is, the assessment of research is solely a scientific matter that takes place in isolation from the context of its use. (McNiel et al., 2015). While research assessment increasingly examines the impact of research beyond the academy as well as return on investment (World Bank and Elsevier, 2014; DFID, 2014), these concerns are, strictly speaking, non-academic and non-scientific. As the argument goes, this is because they are located in the complex and value-laden world of policymaking and practice that lies outside the closed system of science.

This traditional picture of what assessing research quality entails is undergoing significant examination and change. Concerns emanating from the scientific community are directed at whether citation counts and journal impact factors are reliable and valid measures of research quality (Eyre-Walker and Stoletzki, 2013; University of Gothenburg, 2013). There is also worry that performance incentives in scholarly environments based on such measures can hamper the type of boundary-spanning and engaged scholarship that some regard as critical to advancing innovation. Fears that bibliometric measures to assess research are being misused or misinterpreted, and even damaging the system of research that they are designed to assess and improve, led to the publication of the Leiden Manifesto for Research Metrics, a set of ten principles to guide the responsible use of these quantitative measures in the respected scientific journal, Nature (Hicks et al., 2015). This is not to say that the scientific community wishes to relinquish its longstanding investment in, and authority over, assessing the scientific merit of its investigations. However, there is concern that metrics traditionally used for judging the quality of research within research institutions may not be the metrics most useful for judging the potential societal benefit of research (Sarewitz, 2011).

In addition, a growing body of research is finding that research utilization is not a matter of dissemination and translation but rather a complex, iterative, interpretive, interactive, and social process involving linkages and exchanges among researchers, policymakers, and practitioners (Nutley et al., 2007; Lavis et al., 2006; Greenhalgh and Wieringa, 2011; Bowen and Graham, 2015). Studies in the sociology of scientific knowledge production are demonstrating that the traditional view that science is largely an academic endeavor, divorced from society, is giving way to a variety of understandings about how the two are entangled. Science is now understood as a social
process influenced by both individual and societal values and norms. A strong focus on the context of the application of science is accompanied by awareness of the fact that multiple actors are involved in the knowledge production process, and that this has consequences for the kinds of knowledge produced and how knowledge communication takes place (Nowotny et al., 2003).

For example, the salience and legitimacy of research processes and products as perceived by audiences other than scientists are now considered important in understanding the production of scientific knowledge. Even “accurate” scientific information that is seen as irrelevant to the needs of particular decision makers or that ignores their perspectives and values is likely to be disregarded (Clark et al., 2006). Several scholars studying research evaluation in The Netherlands, put the case this way: “Most current research is produced in a complex socio-economic context in which demands are made by a variety of social actors; ... [it] addresses complex questions (for example AIDS, global warming, migration, cultural identity); is often multi-, inter- and/or transdisciplinary and is conducted in a context in which experts with different backgrounds, knowledge and expertise operate and different demands and interests have to be negotiated.... This complexity requires a different approach to evaluation than the traditional peer review that mainly emphasizes scientific excellence and relies on publications in high impact journals for its primary indicators. [Q]uality in our approach is defined as a multidimensional concept which includes the expertise of stakeholders in different social domains” (Spaapen et al., 2007).

Finally, in the field of international development research, it is widely acknowledged that research endeavors address "wicked problems”; that research undertakings are nested in socio-economic, political, and cultural circumstances; that multiple agents (including partnerships and networks) and their agendas are involved in the production of scientific knowledge; and that mechanisms that generate impacts of both interventions and of research itself are variable, unpredictable, and often contested. All of this is to say that it is generally understood that the assessment of research unfolds in highly context-dependent and often contested settings. As displayed in Box 1, the circumstances under which the research that IDRC funds unfolds, and the kinds of research it funds, provide a good example of the kind of context-dependency that must be considered a key influence in evaluating research quality.

The principal lesson drawn from the current discourse on assessing research quality is that researchers are exploring how an abiding interest in scientific values as the basis of assessing research quality might be effectively combined with considerations of user involvement in, and user-oriented criteria for, judging quality. Thus, the RQ+ Assessment Framework described in Part 2 of the paper is underpinned by the following two key issues:

1. **It reflects the fact that scientific merit is a necessary but insufficient condition for judging research quality.** Scientific expertise, while highly valued, is not the only expertise that matters. Assessment must also take into account whether research is perceived as salient and legitimate in the eyes of multiple stakeholders and potential users, and it must attend in a significant way to questions of the effectiveness of the research in terms of its relevance, use, and impact. The latter kind of assessment relies on the expertise of relevant stakeholders in judging the legitimacy and relevance of the research undertaking.

2. **It acknowledges that the determination of research effectiveness is not solely in the hands of the researchers, or of the research funders or research project managers.** Matters of research use, influence, and impact are not necessarily within their immediate sphere of control. These groups do, however, play a significant role in learning about and establishing, to a certain extent, those conditions that may enhance users’ interest in, and use of, the research. It is therefore reasonable to hold researchers, research managers, and research funders responsible or accountable for the extent to which research is well-positioned for use.

These considerations are reflected in Figure 1, which highlights that research quality and research effectiveness are not strictly bounded concepts. In the minds of many stakeholders
they overlap and blend into each other. The three spheres in Figure 1 depict the research development process and the non-linear progression from production to use. The spheres show that the technical conceptualization and execution of the research, and the production of research outputs, are largely under the control of the researchers, funders, and program managers. The influence that the research might have on policy and practice is sometimes, but not always, in their sphere of influence. And while the longer term development impacts to which the research contributes may well be within their sphere of interest, these actors tend to have very little, if any, influence over how the research products are used and transformed, and when and how development impacts will emerge. Thus the fact that the uptake, use, influence, and impact of research depend on the interaction of multiple actors, agencies, and socio-political circumstances has direct implications for how research quality and effectiveness can be defined, tracked, and evaluated.

6 Stokes (1997) coined the term “use-inspired.”
FIGURE 1 Research quality, research effectiveness, and spheres of control

Source: Adapted from Ofir and Schwandt, 2012.
The RQ+ Assessment Framework provides a systems-informed approach to defining and evaluating the quality of research, and its positioning for use and impact. It allows tailoring to context, values, mandate and purpose, and can support planning, management and learning processes at any stage in the lifetime of a research project, program or grants portfolio.

Framework Components

1. KEY INFLUENCES
Constraining and enabling contextual influences - within or external to the research effort - most likely to affect research performance are identified.

- The rating of the key influences using rubrics and a three point scale (e.g. low, medium, high) establishes a risk profile that is used to inform the quality assessment.
- The key influences can be 1) constraining (negative) or 2) facilitating / enabling (positive)

Examples from IDRC experience:
1) Maturity of the research field
2) Research capacity strengthening
3) Risk in the data environment
4) Risk in the research environment
5) Risk in the political environment

2. DIMENSIONS & SUBDIMENSIONS
The four dimensions and their subdimensions encapsulate the quality assessment criteria.

The RQ+ Assessment Framework consists of three main components:

3. EVALUATIVE RUBRICS
Performance is characterized using customizable research quality rubrics.

Framework Roadmap

The components of the RQ+ Framework form a dynamic relationship

The application outlined here describes how the RQ+ Assessment Framework was applied by IDRC in summative External Program Reviews.

Authors: Zenda Ofir / Thomas Schwandt / Colleen Duggan / Robert McLean
PART 2
The RQ+ Assessment Framework

The Framework Components

The RQ+ Assessment Framework consists of the three main components. They include: i) key influences; ii) research quality dimensions and subdimensions; and, iii) evaluative rubrics. The discussion that follows addresses selected aspects of these components. The components in their entirety, including detailed descriptions of the key influences and each of the quality dimensions, can be found on the IDRC Evaluation webpage, www.idrc.ca. The previous page’s ‘RQ+ at a glance’ infographic, provides a quick reference summary.

The key influences

This component highlights those influences – either within the research endeavor or in the external environment – most likely to affect the quality of the research. Such influences cannot be fully predicted if the assessment is ex ante, but this sensitivity to context is one of the most novel aspects of the Framework. The key influences are meant to help evaluators, managers, funders, and others to make meaningful and systematic considerations of the enabling or constraining factors of the research and the risk profile of the project, program, or portfolio, and to incorporate these to the extent possible into their assessments.

IDRC identified five main influences on research quality. 7

1 Maturity of the Research Field— The extent to which well-established theoretical and conceptual frameworks exist and from which well-defined hypotheses have been developed and subjected to testing, as well as a substantial body of conceptual and empirical research in the research field.

2 Research Capacity Strengthening— The extent to which the research endeavor or project focuses on strengthening research capacities through providing financial and technical support to enhance capacities to identify and analyze development challenges, and to conceive, conduct, manage, and communicate research that can address these challenges.

3 Risk in the Research Environment— The extent to which the organizational context in which the research team works is supportive of the research, where “supportive” refers, for example, to institutional priorities, incentives, and infrastructure.

4 Risk in the Political Environment— The extent of external risk related to the range of potential adverse factors that could arise as a result of political and governance challenges, and that could affect the conduct of the research or its positioning for use. These range from electoral uncertainty and policy instability to more fundamental political destabilization, violent conflict, or humanitarian crises.

5 Risk in the Data Environment— The extent to which instrumentation and measures for data collection and analysis are widely agreed upon and available, and the research environment is data rich or data poor.

7 Many influences were identified during the development process in IDRC, but these were eventually narrowed to five. In other organizations these factors might be very different.
### BOX 2  Examples of key influences, with their rubrics

#### Maturity of the research field

<table>
<thead>
<tr>
<th>(1) ESTABLISHED FIELD</th>
<th>(2) EMERGING FIELD</th>
<th>(3) NEW FIELD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Well-established and recognized theoretical and conceptual frameworks, a substantial body of conceptual and empirical research, discernable outlets (journals, conferences, curricula) and the presence of a vibrant corps of experienced researchers all characterize the field.</td>
<td>Recognized by members and non-members, with a discernable body of work, theory, and practice, discernable outlets, and a modest body of active researchers who easily associate with the field, and recognize each other.</td>
<td>The field of research has a very limited theoretical or empirical knowledge base that is still debated or rapidly changing, is not widely recognized, has no dedicated journals or academic programs, and with only a few active researchers seeking recognition.</td>
</tr>
</tbody>
</table>

#### Research capacity strengthening

<table>
<thead>
<tr>
<th>(1) LOW FOCUS</th>
<th>(2) MEDIUM FOCUS</th>
<th>(3) STRONG FOCUS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research capacity strengthening is inexistent or is a low priority in this project.</td>
<td>Research capacity strengthening is an important priority in this project alongside other equally important priorities and intentions.</td>
<td></td>
</tr>
</tbody>
</table>

#### Risk in the data environment

<table>
<thead>
<tr>
<th>(1) LOW RISK</th>
<th>(2) MEDIUM RISK</th>
<th>(3) HIGH RISK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instrumentation and measures for data collection and analysis are widely agreed upon and available; the data environment is well developed, stable, and data rich.</td>
<td>Instrumentation and measures for data collection and analysis are not available; the research activities are conducted in severely underdeveloped, unstable, and/or data-poor environments.</td>
<td></td>
</tr>
</tbody>
</table>

#### Risk in the research environment

<table>
<thead>
<tr>
<th>(1) LOW RISK</th>
<th>(2) MEDIUM RISK</th>
<th>(3) HIGH RISK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research environment — institutional priorities, incentives, facilities, etc. — is established and supportive.</td>
<td>Research environment is weak or largely under-developed, and not supportive.</td>
<td></td>
</tr>
</tbody>
</table>

#### Risk in the political environment

<table>
<thead>
<tr>
<th>(1) LOW RISK</th>
<th>(2) MEDIUM RISK</th>
<th>(3) HIGH RISK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stable political environment with established governance practices, no conflict, etc.</td>
<td>Very unstable or volatile political environment with weak governance practices, conflict, etc.</td>
<td></td>
</tr>
</tbody>
</table>
The research quality dimensions

There are four principal quality dimensions in the RQ+ Assessment Framework. In our view, these are not discrete. The dimensions are closely interrelated. We have identified and demarcated these dimensions out of a desire for deeper study of the particular issues they represent.

1 RESEARCH INTEGRITY— Considers the technical quality, appropriateness and rigor of the design and execution of the research as judged in terms of commonly accepted standards for such work and specific methods, and as reflected in research project documents and in selected research outputs. Specified emphases include the research design, methodological rigor, literature review, systematic work, and the relationship between evidence gathered and conclusions reached and/or claims made. Peer reviewed and non-peer reviewed outputs undergo different assessment processes using different criteria.

2 RESEARCH LEGITIMACY— Considers the extent to which research results have been produced by a process that took account of the concerns and insights of relevant stakeholders, and was deemed procedurally fair and based on the values, concerns and perspectives of that audience. Legitimacy deals primarily with who participated and who did not; the process for making choices; how information was produced, vetted and disseminated; how well knowledge was localized, and if it respected local traditions and knowledge systems. This dimension also includes a subdimension that asks the assessor to consider the potentially negative consequences and outcomes for populations affected by the research, gender-responsiveness, inclusiveness of vulnerable populations, and engagement with local knowledge.

3 RESEARCH IMPORTANCE— Considers the importance and value to key intended users of the knowledge and understanding generated by the research, in terms of the perceived relevance of research processes and products to the needs and priorities of potential users, and the contribution of the research to theory and/or practice. Subdimensions include the originality and relevance of the research.

4 POSITIONING FOR USE— Considers the extent to which the research process has been managed, and research products/outputs prepared in such a way that the probability of use, influence and impact is enhanced. The uptake of research is inherently a political process. Preparing for it therefore requires attention to user contexts, accessibility of products, and ‘fit for purpose’ engagement and dissemination strategies. It also requires careful consideration of relationships to establish before and/or during the research process, and the best platforms for making research outputs available to given targeted audiences and users. Positioning for use calls for strategies to integrate potential users into the research process itself wherever this is feasible and desirable. Subdimensions include knowledge accessibility and sharing, actionability, and timeliness.

The first three dimensions – Research Integrity, Legitimacy and Importance – are the core quality features typically found in more or less developed forms in most research quality assessment frameworks. The fourth dimension – Positioning for Use – is less typical and is the plus (RQ+) feature of the framework. During the Framework development process, IDRC and its research partners determined that it would be reasonable to hold themselves accountable for taking steps to increase the likelihood that the research would be used – in other words, for positioning the research findings for influence and eventual impact.

The evaluative rubrics

Characterizations for each key influence and performance levels for quality dimensions and subdimensions are based on customizable assessment rubrics that make use of both qualitative and quantitative measures. For the key influences (See Box 2), the rubrics set out descriptive language that is meant to guide the assessor in identifying particular characteristics or features that might be present in varying degrees in a particular risk or factor found in the context.

8 For the full set of rubrics see: IDRC, 2014.
9 As done for the IDRC 2014/2015 External Program Reviews.
10 The decision to include this dimension was based on the scope of IDRC’s mission and mandate, and was also linked to the research programming time period that the Framework was meant to assess (a portfolio of projects spanning three to five years). Depending on their values and purpose, other funders or research organizations might deem this dimension to be unrealistic, or might try to track quality further out into the spheres of influence and interest.
For the quality dimensions and their subdimensions, the rubrics set out criteria for judgment, clarifying how performance is measured. Using graduated levels of achievement, the rubrics explain how good is “good” or how poor is “unacceptable.” Box 2 provides selected examples of some (not all) of the rubrics for the quality dimensions.8

Synthesis of the rubric ratings in different permutations allows for performance to be classified into four levels (from “Unacceptable” to “Very Good”) - as a snapshot of performance,9 or to follow progress made over time when research capacities are being strengthened and/or projects or programs are on a trajectory towards research excellence.

**BOX 3 Examples of the quality dimension and subdimension rubrics**

**Dimension 1.0: Research Integrity**

<table>
<thead>
<tr>
<th>UNACCEPTABLE</th>
<th>LESS THAN ACCEPTABLE</th>
<th>ACCEPTABLE TO GOOD</th>
<th>VERY GOOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

The research has little to no scientific merit. The defensibility of the approach is questionable. There are severe lapses in methodological rigor of literature review, data collection and data analysis.

There is evidence of efforts to meet methodological standards but the efforts do not fully succeed. There are major shortcomings in the justification for the choice of research design and methods.

Accepted methodological standards in the design and execution of the research are met.

The scientific merit is without question. There is evidence of exceptional thoroughness in the research design and all phases of research execution. The project could serve as an example of what it means to achieve this criterion.

**Dimension 2: Research Legitimacy; Subdimension 2.4: Engagement with Local Knowledge**

<table>
<thead>
<tr>
<th>NOT APPLICABLE</th>
<th>UNACCEPTABLE</th>
<th>LESS THAN ACCEPTABLE</th>
<th>ACCEPTABLE TO GOOD</th>
<th>VERY GOOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

The nature of the research is such that local knowledge and engagement do not need to be taken into account.

Engagement with local contexts has been neglected during the research process. Several major weaknesses can be found, related to how research needs and questions were identified, local communities or populations engaged, local contexts and knowledge systems considered, and local benefits from the research process assured.

Local contexts and engagement have been considered during the research process, but some weaknesses remain related to how research needs and questions were identified, local communities or populations engaged, local contexts and knowledge systems considered, and/or local benefits from the research process assured.

Local context and engagement have been a focus in the research process. Few, if any, minor weaknesses remain related to how research needs and questions were identified, local communities or populations engaged, local contexts and knowledge systems considered, or local benefits from the research process assured.

Local context and engagement have been a clear and systematic focus in the research process. Research needs and questions were appropriately identified, local communities or populations engaged, local contexts and knowledge systems considered and respected, and local benefits from the research process assured.

**Dimension 3: Research Importance; Subdimension 3.2: Relevance**

<table>
<thead>
<tr>
<th>UNACCEPTABLE</th>
<th>LESS THAN ACCEPTABLE</th>
<th>ACCEPTABLE TO GOOD</th>
<th>VERY GOOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

There is little or no evidence that the research might contribute to a local priority, a key development policy or strategy, or an emerging area that might demand solutions in the foreseeable future. Needs assessments and justification for the work are absent or unconvincing.

There is some evidence that the research might contribute to a local priority, a key development policy or an emerging area that might demand solutions in the foreseeable future. A focus on this area of work at this time appears sufficiently justified.

There is good evidence that the research might contribute to an important local priority, a key development policy or strategy, or an emerging area of some significance that might demand solutions in the near future. A focus on this area of work at this time has been well justified.

There is good evidence that the research is already recognized as having the potential to address a critical local priority, a key development policy or strategy, or an important emerging area that is highly likely to demand solutions in the near future. A focus on this area of work at this time puts the researchers at the cutting edge of an active and/or important field of work.

**Dimension 4: Positioning for Use; Subdimension 4.2: Timeliness and Actionability**

<table>
<thead>
<tr>
<th>UNACCEPTABLE</th>
<th>LESS THAN ACCEPTABLE</th>
<th>ACCEPTABLE TO GOOD</th>
<th>VERY GOOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

There is little or no evidence that any analysis of relevant user environment was undertaken and that institutional, political, social, or economic contingencies were considered.

There is evidence that some analysis of the user setting was undertaken; however, consideration of is incomplete and, furthermore, the analysis is not accompanied by discussion of actual strategies or plans to move the knowledge to policy or practice.

There is evidence that the user environment and major contingencies have been examined and reflected upon and connected to strategies and plans for moving the research into policy or practice in a timely manner.

The analysis of the user environment and contingencies is exceptionally thorough and well-documented or articulated. There is evidence of careful prospective appraisal of the likelihood of success of strategies designed to address contingencies.
Using the Framework

Outputs are the unit of analysis of many research assessment frameworks that depend heavily on peer review. The RQ+ Assessment Framework is based on the premise that a credible, balanced, and comprehensive assessment of research quality requires consideration of elements beyond the research outputs, to include important aspects of the context in which the research has been conducted, and the manner in which it has been managed. The application of the framework therefore straddles contextual analysis, and output and research project assessment.

As in most research assessment processes, expert peer review plays an important role when applying the Framework. External experts from relevant fields of research are required to arrive at judgments on, for example, the extent to which each subdimension criteria has been met. They also gather data and evidence to better characterize the research context, and to triangulate and deepen their findings based on multiple methods and sources. During the IDRC’s application of the Framework in the 2014/2015 summative External Reviews, project and program files were reviewed, and surveys and interviews conducted among key informants (see Figure 3).

---

**FIGURE 3** The data collection required to operationalize the RQ+ Assessment Framework at IDRC

**RQ+ Application at IDRC**

- **Assess the Grantee’s Research Output**
  - e.g., journal article, policy brief

- **Review Grantee and IDRC Project Documents**

- **Consult External Data Sources**

In light of influencing factors that can affect the quality of the research

---

11 Key informants could be experts in the field with knowledge of the context in which the work is being done, intended users, primary stakeholders such as project and program staff) and, ideally, where this is feasible and warranted, the research participants.
A stepwise approach to operationalizing RQ+

Using a tailor-made assessment instrument, IDRC operationalized the RQ+ Assessment Framework in four main steps, shown in Figure 4. They are briefly described below. 12

**FIGURE 4** Steps in the application of the RQ+ Assessment Framework

<table>
<thead>
<tr>
<th>STEP 1</th>
<th>STEP 2</th>
<th>STEP 3</th>
<th>STEP 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selecting the sample</td>
<td>Characterizing the key influences</td>
<td>Rating the quality of the research</td>
<td>Synthesizing the ratings</td>
</tr>
<tr>
<td>[selection of projects &amp; projects’ outputs]</td>
<td>[examining context &amp; applying a rubric]</td>
<td>[using (sub)dimensions and a rubric]</td>
<td>[rolling up across projects, programs, portfolios to the desired level of evaluation]</td>
</tr>
</tbody>
</table>

**STEP 1**

*Selecting the Sample*

The sampling strategy for a program portfolio is a two-tier process: i) selection of a sample of research projects in the portfolio that meet certain criteria; and from this project sample, ii) selection of a set of research outputs or products that serve as the focus for the assessment. Sampling in both cases can be purposeful or random. For a sample to be representative of a program portfolio, the reviewers might cluster and map projects according to selected attributes such as thematic focus, size of grant, support period, type of outputs, (potential) user audience or interest, research location, location of intended or actual outcomes, and the type of outcomes. They follow the same type of process when selecting the outputs.

**STEP 2**

*Characterizing the selected projects based on key influencing factors*

During Step 2, the reviewers use project documentation, their own expertise and discussions with key informants to characterize each of the selected projects according to the key influences most likely to affect the research quality. Reviewers characterize each key influence using a rubric (Box 2). Cluster diagrams or similar visual aids can be used to map and compare influences within and across projects and program portfolios, and to consider their effect on progress made along expected trajectories towards research excellence. These types of data visualizations also provide evaluators and program managers with the potential to systematically map levels and types of risk and consider strategies that can inform both the management and evaluation of portfolios.

12 More detailed information can be found in IDRC, 2014.
STEP 3

Rating the quality of the research

Step 3 in the assessment process involves rating the quality of outputs in the project sample using the research quality dimensions and subdimensions included in the Framework. Each subdimension is rated on an eight-point scale (examples in Box 3). The assessment rubrics were developed cognizant of IDRC’s values and understanding of each of the quality dimensions and subdimensions. The criteria and standards for the assessment and the evidence base for their synthesis into overall evaluative judgments are both clarified and made more transparent by the rubrics.

The reviewers have to decide, or be instructed about, the level of consistency and standardization of criteria and the extent to which different weights are to be allocated to different dimensions (and subdimensions) across projects and programs. This is essential, and as discussed below, such decisions can be challenging.

STEP 4

Synthesizing the ratings

In the final step of the assessment process, the reviewers aggregate the ratings given for each sub-dimension to reflect the ratings per dimension for each output. This is then rolled up, first to the project level, then to the program portfolio level. With appropriate formulas, ratings obtained from a set of projects can be aggregated up to program level per dimension, subdimension or set of influencing factors to highlight strengths or weaknesses in research quality dimensions, or in specific types of projects, or under specific contextual circumstances (as identified through analysis of the influencing factors). It is feasible for such roll-up to be done across different program portfolios or up to the level of the organization as a whole. 13

Overall ratings of a program portfolio of projects can be recorded in a table. The eight point scale helps to classify performance in each dimension, with ratings moving from the lowest level (unacceptable) to the highest level (very good). Where quantitative ratings may be perceived as too provocative, color coding (“traffic lights”) may serve as a substitute. In fact, qualitative data synthesis may be just as, if not more, important than quantitative ratings synthesis depending on the learning objectives of the assessment. Where this is the case, the qualitative reasoning underpinning the rubric guided ratings is the key data to synthesize and examine. In qualitative or quantitative synthesis we note aggregation efforts can be viewed as a composite. (In quantitative synthesis this means not necessarily as a mean, median, or mode.) Weighting of the composition is dependent on the context and objectives of the research projects, research program portfolio, or organization.

For management purposes, the roll-up of the key influencing factors and research quality dimensions and subdimensions can be used to identify patterns or potential correlations in the data. For example, a project cluster identified as high risk according to the influencing factor analysis can be compared with the rating scores or levels of research quality to determine if any specific factor or combination of factors influenced specific dimensions of research quality.

13 These levels of aggregation have not yet been tested by IDRC.
## FIGURE 5  A fictional synthesis to identify project & program trends

### Stage 2: Characterizing the Influencing Factors of Projects Chosen for Review

<table>
<thead>
<tr>
<th>Key Influence</th>
<th>Maturity of the Research Field</th>
<th>Researcher Capacity Strengthening</th>
<th>Risk in the Data Environment</th>
<th>Risk in the Research Environment</th>
<th>Risk in the Political Environment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key influence 1</td>
<td>Emerging</td>
<td>Established</td>
<td>Established</td>
<td>Established</td>
<td>Established</td>
</tr>
<tr>
<td>Key influence 2</td>
<td>Researcher Capacity Strengthening</td>
<td>Medium</td>
<td>Low Focus</td>
<td>Medium Focus</td>
<td>Low Focus</td>
</tr>
<tr>
<td>Key influence 3</td>
<td>Risk in the Data Environment</td>
<td>Medium</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Key influence 4</td>
<td>Risk in the Research Environment</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Key influence 5</td>
<td>Risk in the Political Environment</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Low</td>
</tr>
</tbody>
</table>

### Stage 3: Rating the Research Quality Plus of the Outputs

<table>
<thead>
<tr>
<th>Research Output</th>
<th>Research Integrity</th>
<th>Research Legitimacy</th>
<th>Research Importance</th>
<th>Positioning for Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fictional peer reviewed Journal Article</td>
<td>4</td>
<td>7</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Fictional Book</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Fictional Policy Brief</td>
<td>8</td>
<td>5</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Fictional Government Report</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Fictional Working Paper</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Fictional Book</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>4</td>
</tr>
</tbody>
</table>

Roll up per Output
Some Reflection on Trade-offs in the Framework’s Design

The design of any research evaluation framework inevitably involves trade-offs. There is no silver bullet, and in developing the RQ+ Assessment Framework, several choices were made as a result of stakeholder feedback received during the design and initial testing phases.

We recognized that the comprehensiveness of the framework and the systematic, detailed work demanded in the assessment process would come at the expense of ease of use and desirable timeframes. However, compared with conventional peer review, the approach required to judge the research quality dimensions would enable greater clarity and richer, more nuanced and, hence, more accurate and transparent assessments, primarily through the use of rubrics and multiple sources of evidence that require the systematic integration and interpretation of qualitative and quantitative data.

We also regarded the flexibility built into the framework through the potential for customization of the subdimensions and rubrics as imperative for the reasons explained in the design rationale. Yet, this can complicate applications where strict standardization of measures is required, as well as the aggregation and comparison of ratings by different organizations and initiatives.

A third and related trade-off called for allowing the flexibility to give different weights to each of the quality dimensions and subdimensions (and key influences) at the behest of efforts to standardize across organizations. The extent to which weighting is done largely depends on the values of the organization applying the Framework. For an example, during the design phase at the IDRC, some program staff and reviewers asked to test the Framework queried whether the Research Integrity dimension should be given more weight out of concern that “classic scientific merit” would otherwise be devalued. Given IDRC’s corporate policy on open access publishing, there is also an argument to be made to give higher ratings in the Positioning for Use dimension to projects and programs that provide for open access publishing. Yet this might sit uncomfortably with other programs, and cause disagreement with funding partners who regard research publication in prestigious peer-reviewed journals as the primary indicator of quality, even if those journals do not have open access policies.

The reviewers participating in the first application of the RQ+ Assessment Framework confirmed the merit of several of these decisions, but also brought light to the complications these trade-offs created in evaluation. The following section focuses on the lessons and experience of the application of the Framework at the IDRC.
PART 3
Lessons from the implementation of the RQ+ Assessment Framework by IDRC

The Context of First Application

External evaluation is a cornerstone of IDRC’s overall evaluation system. External Program Reviews constitute one of the Centre’s highest level accountability processes. At the time of this publication, they were structured as summative evaluations of each IDRC program, and conducted once every five years by a team of three independent and external subject area experts, managed by IDRC’s Policy and Evaluation Division. The teams of reviewers were comprised of seasoned researchers and evaluators with extensive academic peer review experience. The Reviews have two main purposes. First, they support IDRC’s accountability for program delivery and, accordingly, the IDRC Board of Governors is their primary user. Second, they are intended to provide new knowledge to program managers, thus assisting their management of grant portfolios.

External Reviews are comprehensive, summative evaluations that consider program implementation, performance, and outcomes. They address four issues: i) the coherence, effectiveness, and appropriateness of program implementation strategies; ii) the quality of the research supported by each program under review; iii) the relevance and significance of program outcomes; and iv) issues for consideration by IDRC's Board of Governors and senior management. Because research quality was one of these four foci, the External Reviews provided a unique opportunity to apply the RQ+ Assessment Framework and bring about a degree of standardization of judgment across program assessments.

In preparation for its application in the Reviews, the Framework was first pre-tested through a series of simulations based on programs already reviewed in 2009 and 2010. The simulations aimed to surface serious weaknesses before they could affect the set of Reviews that was about to be launched. During a three-month period in early 2014, four former external reviewers familiar with IDRC, the External Review process and the selected programs14 applied the Framework and documented their experiences across a wide range of issues. These included the extent to which the framework enabled fair assessment, its suitability for different types and purposes of research, and the feasibility of its use for program-level assessment within the parameters and timeline of an External Review process. The simulation experiences were shared in a workshop with a group of IDRC middle and senior program managers. Based on lessons learned, the Framework was refined and applied in seven IDRC External Reviews.

The remainder of this paper will present IDRC’s experience in addressing this issue during the most recent round of External Reviews, conducted between June 2014 and September 2015. The following subsections outline lessons learned in terms of successes, challenges, and potential future directions.

Reasons to be Optimistic

Embedded values become explicit

The RQ+ Assessment Framework was created through a reflective process within IDRC. This process aimed to produce assessment criteria which could encapsulate the organization’s values and shared understanding of research quality. This meant the Framework itself guided the external reviewers towards issues that were pertinent, cherished, and specific to IDRC. This Review process, using an instrument that captured the essence of IDRC values, resulted in assessments that primary stakeholders perceived as very useful. The reviewers also benefitted. They felt comfortable making judgments on criteria which were identified as important to the main users, and which IDRC grant recipients were reasonably expected to pursue in their research.

14 One of the reviewers was also one of the designers of the RQ+ Framework.
The reviewers noted during their debriefings that the transferability of this aspect of the RQ+ approach held significant potential for application by other research entities. The overall structure and process of implementing the approach could be standard, yet the subdimensions and influencing factors have the potential to change to a lesser or larger extent to reflect the values or learning agenda of another organization. The implementation of the Framework could also have secondary benefits, such as bringing about a common understanding of values within and across organizations, and promoting desired goals in research management and administration.

The reviewers also expressed their appreciation for the fact that the systematic and detailed process of applying the Framework not only increased their confidence in the quality of their review, but also improved the chance of replication. This is an exciting observation, given the ongoing debates and doubts about the replicability of peer reviews.

**Going beyond the research output enables precision, accuracy and richness**

The External Review experience demonstrated that the RQ+ Assessment Framework facilitates precise and rich analysis as a result of the comprehensive nature of the approach. This advantage is exemplified in, what reviewers coined, the push to “go beyond the research output.” While more complex, it is an improvement over other commonly used peer review systems that are restricted to the object under review. For example, a research paper submitted to a journal is assessed only on the merit of the paper. Likewise, in the case of a research grant application, it is likely that only a research proposal and possibly the track record of the applicant or applicant team will be assessed. In both of these examples, peer reviewers are required to draw predominately, and in most cases only, on their acquired experience and knowledge. It is an unfortunate irony that research evaluation can include so little empirical observation, ie. data collection, validation, and analysis. To address this, the implementation of the RQ+ Framework requires such peer assessment, but also demands that data be collected from the environment in which the research has occurred. Qualitative interviews with the researchers who conducted the project, research managers, and actual or potential research users (policymakers and practitioners) added richness and resultant accuracy to the assessment at both project and program levels. Other notable methods used by the reviewers to “go beyond the output” included scans of bibliometrics and altmetrics and tailored surveys of “highly influential actors” in the particular field of research.

---

15 We note reviewer experience could also be categorized into RQ+ dimensions or rated as, e.g. specialist researchers, knowledge users, or researchers from complimentary disciplines. The IDRC external reviews described here did not take this step.

16 Research participants were not included in the External Reviews, but where time and resources allow this will be a valuable addition, in line with the spirit of the Framework.
Challenges and Pitfalls

The application of the RQ+ Assessment Framework at IDRC also brought some notable challenges to light.

The assessment is time-consuming, especially when robust triangulation is an imperative

Implementation of the RQ+ approach requires synthesis of qualitative and quantitative data from multiple sources and methods. Extensive consultation with internal and external stakeholders proved to be essential to filling gaps and allowing for sufficient triangulation. The quality and accessibility of sources of project and program data and information are therefore critical factors in the feasibility and value of the approach. Furthermore, where monitoring systems are set up without reference to the Framework components, data collection may require significant time and resources. Reviewers were of the view that the trade-off between comprehensiveness, ease-of-use, and reliable results versus the additional time needed was worthwhile. However, when applying the Framework, careful planning should go into determining a justifiable degree of effort and time.

Rigorous and credible sampling is critical

The IDRC External Reviews required selecting a sample of research projects from each program portfolio. The sampling strategy is crucial for the credibility of the whole effort, and can require a significant level of mindfulness to execute. It must therefore be carefully and thoughtfully conducted in order to ensure fair representation of the research program under review.

Sampling in the IDRC application was done using a purposeful approach, implemented in an iterative manner. In this case, criteria for research project selection were shared and discussed with research program managers before a final sample was drawn. While this might not be the best approach under all circumstances, it worked well for the context at hand. Random sampling may be a completely appropriate and preferable approach for project selection in another context.

Sampling from large and complex program portfolios can be technically and politically challenging, and, for best results, must be perceived by primary stakeholders and users as credible and legitimate. Considering from the start how to ensure a purposefully or randomly selected sample that is credible and acceptable to all primary stakeholders, or endorsed by the final authority, will streamline discussions and manage expectations. In the IDRC context, consultation with program staff was of great value. Of course, a view to mitigating potential biases should be kept in mind. If the purpose of the assessment demands a sampling process at arm’s length from program staff, other stakeholders might be engaged in helping to define the sample.

Quantification after blending quantitative and qualitative data can appear to give simplistic results

At the micro level, the RQ+ approach asks reviewers to assess research projects using both qualitative and quantitative data. Rubrics were considered helpful to bring about more precision in judgment, including by blending the two types of evidence. However, this process became problematic when results were expressed in numerical values (e.g. the rubric ratings). In a sense, without reference to the precise wording of the rubrics, they were perceived as not appropriately capturing the rigor and depth and, hence, the true value and spirit of the assessment. Some reviewers tried to mitigate this perception by using color coding instead of quantitative ratings. The challenge was further compounded by subdimensions that were “not applicable” in certain programs.

At the macro level, data comparison and aggregation presented two challenges: i) understanding the relative values of scores between (sub) dimensions and deciding how these should be weighted and valued, and ii) working with the uncertainties created when following rubric aggregation to the program level, as the Framework guides the synthesis of project assessments into a program-level assessment based on numerical rubric based ratings. The value of a rubric in establishing a program-wide average or composite assessment for influencing factors or subdimensions at an overall program level can be – and was – seen by reviewers and program staff in both positive and negative terms.

On the positive side, the rubric ratings were seen to draw a well-defined and straightforward representation of research quality for the different subdimensions of interest. For an evaluation user interested in accountability and summative results, this might be a desirable and useful finding. On the negative side, the rubric was deemed to oversimplify the complexity of the assessment. For a research program
manager desiring details on why or how research quality could be improved, the underlying data behind the rubric rating might be more interesting.

It is worth noting that both reviewers and program managers undergoing review articulated these tensions regarding the rubric.

Using the RQ+ Assessment Framework for cross-program comparison can have undesirable, unintended consequences

Directly following from the previous point is the issue of using rubric aggregation as a mechanism for cross-program comparison. For example, if the ultimate user of the assessment is the senior management or board of an organization, such a comparison would be helpful in a strategic, organization-wide assessment of research performance. This can be especially useful if the larger performance discussion is underpinned by the blended qualitative/quantitative nuance that rubrics offer. However, there is a risk that comparison based on the simplistic interpretation of numerical scores might trigger competition among programs and, unwittingly, light the torch of a “program olympics”. This could cause unwarranted and undesirable anxiety among program staff, and even a “race to the bottom” in performance measures.17 Such anxiety runs counter to the IDRC’s fundamental belief that monitoring and evaluation present useful and constructive methods of self- and external assessment that enable learning, accountability, improvement, and achievement of desirable results.

17 This is a risk, although such a dramatic scenario did not play out in the IDRC External Review process.
PART 4

The Potential of the RQ+ Assessment Framework

The Multiple Purposes of the Framework

The first application of the RQ+ Assessment Framework in the IDRC’s External Reviews demonstrated that it can be successfully applied for summative evaluations in which research quality is a focus. However, this experience also highlighted alternative applications of the Framework across the research process.

As noted, one of the merits of the Framework is its flexibility. It can be adapted to different research contexts as well as management needs. Not every dimension of research quality needs to be assessed in every situation, and new dimensions can be developed to reflect particular organizational mandates. Yet if so desired, the Framework allows for standardization that can facilitate consistency and comparison across projects, programs, and organizations.

It can facilitate match-making and coordinated planning between funding or research partners

By making explicit the priorities, values, and principles upon which judgments are made, the framework can be used to create a shared understanding among partners engaging in joint funding or assessment initiatives. This is exemplified in the Research Legitimacy dimension of the framework and its associated rubrics. IDRC funds research for development in the global South. The application of the Framework in this case therefore expressly recognized the importance of emphasizing local knowledge, inclusiveness and gender-responsiveness, and the need for attention to the potentially negative consequences of research. Partners may or may not have the same underlying values and priorities. Discussions on how the Framework will be used – and who will use it – can thus open opportunities for determining how differences can (or cannot) be accommodated. For example, the Research Integrity dimension incorporates traditional scientific merit considerations which typically occupy an important place in conceptions of research quality. During the first application of the Framework, some reviewers queried whether Research Integrity should be further elaborated or more heavily weighted. They also discussed the prospect of incorporating a research efficiency or “value for money” dimension into the Framework. These are all legitimate considerations that can and should form the basis of any conversation about “what matters” in research performance and evaluation.

It can inform funding decisions and strengthen ongoing research projects

The RQ+ Assessment Framework can inform the development and assessment of research proposals submitted in response to competitive or targeted calls. Program officers and peer reviewers can also use the framework for consistent and systematic assessment of desired criteria at the beginning, or over the lifetime of a project or program. Research project managers can use it to ensure that research protocols under their purview include the dimensions that are important to them, and that the research team has considered factors that may influence potential success and has taken steps to ensure eventual knowledge translation.

Moreover, if the framework has been used concurrently to build a base of monitoring data on research quality, the strengths and weaknesses of a research program can be buffered as decisions are made about what to fund or how to structure proposed research protocols.

It can facilitate meta-evaluation and meta-analysis

The systematic and detailed approach to data collection and analysis demanded by the RQ+ approach may also facilitate synthesis and meta-evaluation. For example, evaluation results across programs can be rolled up to get an organizational perspective on research quality, or on specific dimensions of research performance.
research performance. Soon after publication of this paper, in early 2016, the IDRC will be in the planning phases of this type of meta-evaluation through review of its External Reviews. As another example, a research funder using the Framework to assess incoming applications might find value in periodic stock-taking (via aggregation of individual research application assessments) of the areas in which its community is showing strengths and weaknesses, especially if the organization has set strengthening of research capacity as priority. An academic journal using a tailored variation of the Framework to structure the peer review of its manuscripts could roll up yearly reviewer assessments to increase understanding of the strengths and weaknesses of the body of researchers or scientific discipline it serves to advance.

Finally, approaches to research evaluation that standardize the assessment criteria for an organization, program, journal or field – as the RQ+ Assessment Framework can – have the potential to facilitate meta-learning and knowledge synthesis through analysis of themes and crosscutting issues of interest. For example, an issue of interest – say gender – could be aggregated and compared across research disciplines, research programs, or even year over year.

Such insights have the potential to improve the stewarding of research and researchers towards long-term positive change. Questions in the case of IDRC could include, for example: Do the key influencing factors used in the Framework actually have influence (and what are the implications)? Do the subdimensions of research quality actually lead to, or enhance the chance of development outcomes? Does the IDRC approach to research for development actually spur research for development and real-world impact?

Building on Learning for Improving RQ+ use in the Future

Encouraged by the learning and results of applying the RQ+ Assessment Framework in its External Reviews, IDRC is considering its potential use – not only as a mechanism for evaluation, but as a framework for enhancing research management. As a research management tool, the Framework can support project and program delivery, and help ingrain the concepts reflected in the Framework more deeply into IDRC programming and the research that it funds.

It can facilitate understanding of how research impact is achieved

The comprehensive and systematic nature of the RQ+ approach has the potential to amass information which may prove useful in the study of research impact. Research is often funded with the intention of producing long-term impact for the public good. Research can also lead to many potential benefits – or costs – that may occur well after the research process has been concluded. Although the Framework focuses only on that which is within the primary stakeholders’ sphere of control, the information gathered during assessments provides a comprehensive snapshot of the status of the project, program, or organization at a precise moment in time. Retrospectively combining such information with the tracing of project or program impacts (e.g. a policy change, lives saved or improved, a notable improvement in practice) may deepen understanding of the research process and contextual factors that generated these positive – or negative – real-world results.
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